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Who the Ceph am I?

Started ISS in 1994, many large projects in firm’s experience deploying and 
operating large federal, commercial, and nonprofit environments

Looked for “Apache” of SAN in 2013, found Sage/Ceph/Inktank

Built a lab in 2014 to test Ceph at SSD speeds, and at midrange scale

Integrated Ceph into high end mission critical solutions using ISS Storcium brand 
name

Certified Ceph with iSCSI/NFS for VMWare in 2016, still on HCL

Got disillusioned with T10 based protocols





Proxmox to the Rescue

Open Source Hypervisor solution (KVM Based), started 2005

No-Subscription Repository is free as in completely

Debian platform using Proxmox kernel and distro

Mature VM/LXC and clustering platform, using Corosync as messenger and 
pmxfs as Cluster sysfs

Integrates their own Ceph orchestrator, and keeps up with versions

Business model is subscription and partner based (ISS is a US Gold Partner)



Proxmox Ceph Integration

Simple and Practical, follow wiki and forums (lots of youtube videos as well)

RBD and CephFS available directly from UI

External Ceph clusters connect via keyring and caps

Small labs can be set up with mini PCs and removable drives

VM Snapshots integrated with Ceph

Backup Server (PBS) supports QEMU dirty bit mapping
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https://pve.proxmox.com/wiki/Storage:_RBD
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