
Step-by-step onboarding guide – Ceph QA 

Running Teuthology in Your 
Environment (OpenStack Edition)



Execution Workflow

• Teuthology runs on a dedicated control VM 

• Supervisors are provisioned dynamically on OpenStack 

• Tests are executed exactly like Sepia suites.  

• Results are archived and visible via Pulpito 

Note: All suites supported except some known cases [Powercycle, Seastore] 



1. Access to a functional OpenStack project with credentials 
• Keystone(Auth), cinder(Volumes), neutron(Networking), 

nova(Compute) 
2. At least one control node (VM) for Teuthology services 
3. Properly configured networks, security groups, and floating IPs 
4. SSH keypair created and uploaded to OpenStack 
5. For a basic suite - 24 vCPU / 48 GB RAM / 240 GB disk 
6. Powercycle/Seastore based tests unsupported
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Infrastructure Prerequisites



Pre-requisite: 
• Provision an Ubuntu 22.04 VM (~4 vCPUs, 8GB RAM, 50GB disk) 

Prepare: 
• Clone teuthology 
• ./bootstrap install 
• Activate virtualenv/bin/install
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Teuthology Control Node



● Add your credentials in ~/.config/openstack/clouds.yaml 

        
● Test CLI access - openstack server list 
● CVM config - ~/.teuthology.yaml 
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Configure OpenStack Access

https://github.com/deepssin/teuthology/blob/openstack-local/openstack-templates/clouds.yaml
https://github.com/deepssin/teuthology/blob/openstack-local/openstack-templates/.cvm_teuthology.yaml


● Below workflow is used to execute suites today in Openstack 
● teuthology-openstack   --key-name cephkey   --key-filename ~/.ssh/cephkey 

--suite dummy --verbose —setup 
● Mkdir dispatcher-log & archive dir on the infra VM 
● teuthology-dispatcher --tube openstack --log-dir ~/dispatcher-logs —verbose 
● teuthology-suite   --suite smoke  --machine-type openstack  --ceph tentacle   

--ceph-repo https://github.com/ceph/ceph  --limit 1   --job-threshold 5 
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Launching a Suite



Update  ~/.teuthology.yaml 
Ref - .teuthology.yaml 
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Teuthology Configuration

https://github.com/deepssin/teuthology/blob/openstack-local/openstack-templates/.teuthology.yaml


● Check dispatcher-logs/log for any provisioning related issues 
● Check ~/archive logs for run specific issues 
● —verbose for more clarity into runs 
● Access Pulpito UI for run status and results
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Monitoring & Results



Current Progress & Forward Outlook

•Expansion of Teuthology test coverage on OpenStack through increased job execution 
•Ongoing improvements in test stability and reproducibility 
•MaaS-based execution models proposed to enable support for multiple infrastructure 

backends 
•OpenShift-based execution explored at a proof-of-concept level 
•Initial exploration of local and lab-based testing workflows to improve developer 

enablement 
•Evaluation of PR-triggered and distributed CI workflows for broader community use
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Thank you!


